Predicting treatment response to antidepressant medication using early changes in emotional processing
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Abstract
Antidepressants must be taken for weeks before response can be assessed with many patients not responding to the first medication prescribed. This often results in long delays before effective treatment is started. Antidepressants induce changes in the processing of emotional stimuli early in the course of treatment. In the current study we assessed whether changes in emotional processing and subjective symptoms over the first week of antidepressant treatment predicted clinical response after 4-8 weeks of treatment. Such a predictive test may shorten the time taken to initiate effective treatment in depressed patients. Seventy-four depressed primary care patients completed measures of emotional bias and subjective symptoms before starting antidepressant treatment and then again 1 week later. Response to treatment was assessed after 4-6 weeks. The performance of classifiers based on these measures was assessed using a leave-one-out validation procedure with the best classifier then tested in an independent sample from a second study of 239 patients. The combination of a facial emotion recognition task and subjective symptoms predicted response with 77\% accuracy in the training sample and 60\% accuracy in the independent study, significantly better than possible using baseline response rates. The face based measure of emotional bias provided good quality data...
Predicting treatment response to antidepressant medication using early changes in emotional processing

1. Introduction

A number of effective treatments for major depressive disorder have been developed, including a range of antidepressant medications (Cipriani et al., 2018; NICE, 2009). However, many patients do not respond to the first antidepressant prescribed (Rush et al., 2006) and clinical guidelines suggest waiting at least four to six weeks (NICE, 2009) before subjective symptom response to treatment can be confidently assessed. In practice the delays may be longer than that and assessment may not be systematic. Unsurprisingly, this can lead to patients trying a series of different antidepressant drugs, one after the other, which often results in long delays before patients’ symptoms resolve. These delays are likely to increase the risk of incomplete resolution of symptoms and reduce the chances of full functional recovery. One way in which delays may be reduced is by using predictive tests which are able to detect, early in the course of treatment, whether individual patients will go on to respond to the treatment or not (Cattaneo et al., 2016; Chekroud et al., 2016; de Vries et al., 2018; Dinteren et al., 2015; Etkin et al., 2015; Leuchter et al., 2009). There has been particular recent interest in machine learning approaches to develop classifiers which combine a range of different patient level data (in the prediction literature, called features) in order to provide a patient level prediction of this kind. The most common classifiers are based on patient characteristics or biomarkers, which are assessed before treatment is started (Cattaneo et al., 2016; Chekroud et al., 2016; Dinteren et al., 2015; Etkin et al., 2015). It is argued that this information may be used in clinical settings to select a specific treatment if it is predicted to have a higher chance of success (Chekroud et al., 2016) or to suggest that a patient may be generally treatment resistant, which would justify earlier use of second line therapies (Cattaneo et al., 2016).

An alternative approach to baseline classification uses change in biomarkers or symptoms measured during initial antidepressant therapy, for example across the first week of treatment, to predict subsequent response to a specific drug (de Vries et al., 2018; Leuchter et al., 2009). This approach may provide a tailored prediction of whether a particular patient will respond to a specific antidepressant, rather than to a broad class of drugs and guide individual treatment by, for example, changing antidepressant treatment after one week if the predictive test suggests a likely non-response, rather than waiting the standard four to six weeks.

A promising biomarker of antidepressant response is change in the automatic processing of emotional information early on in antidepressant therapy (Harmer et al., 2011). For example, brief treatment with antidepressant medication increases the tendency for patients to categorise ambiguous facial expressions as positive (e.g. happy) relative to negative (e.g. fearful) (Harmer et al., 2009). Moreover, using prospective designs, early change in measures of emotional bias in depressed patients treated with antidepressants has been positively correlated with the improvement in patients’ symptoms of depression across a full 6-8 weeks of treatment (Shiroma et al., 2014; Tranter et al., 2009) suggesting that such early changes may be predictive of treatment outcome. However, a number of outstanding questions remain. Most obviously, no previous study has assessed whether a classifier incorporating change in emotional bias over the first week of antidepressant treatment is able to predict whether an individual patient will go on to respond to that treatment. A related question is whether collecting data over this initial week offers any advantage over classifiers based on pre-treatment baseline data. Finally, the ultimate aim of developing predictive classifiers is not simply to demonstrate their accuracy—rather it is to develop a test that, when used in clinical practice, results in a better patient outcome. Thus, administration of the test must be practicable and acceptable in the clinical context in which it is to be used. We are aware of no previous work which has assessed this question.

In the present study, we have assessed the feasibility of deploying a computer based assessment of emotional bias and depressive symptoms in primary care patients and shown that a classifier based on measures before and one week after initiation of the serotonin reuptake inhibitor (SSR) citalopram was able to predict response after 4-6 weeks. We also compared the predictive performance of classifiers based on baseline data (i.e. collected before treatment administration) with those based on data collected over the first week of treatment to assess if collecting data over this week conferred an advantage in predicting response. Finally, we assessed the performance of the winning classifier in a fully held out sample from a second study.

2. Experimental procedures

2.1. Overview

A single group of depressed primary care patients, whose treating clinician had made the decision to prescribe citalopram, were enrolled and completed 3 visits in the classifier development study (Fig. 1(a)). At visit 1 patients completed a questionnaire measuring depressive symptoms, the Quick Inventory of Depressive Symptoms, 16 item self-report version (QIDS-SR16) (Rush et al., 2003) and the emotional bias
tasks (see below for description). Following this patients started citalopram treatment. The second visit occurred 1 week later. During this visit patients repeated the QIDS-SR16 and the bias tasks. The final visit occurred 4-6 weeks (min 28 days, max 48 days, and mean 35.9 days) after the baseline visit during which patients completed the QIDS-SR16 for a final time as well as completing acceptability questionnaires designed to capture challenges to the administration of the tasks in primary care settings. Change in bias and questionnaire scores between baseline and week 1, or just the baseline scores, were used to train support vector machine (SVM) classifiers (Cortes and Vapnik, 1995) to predict response status at week 6. Response was defined as a 50% or greater reduction from baseline QIDS-SR16 score (Rush et al., 2006) and classifier performance was estimated using a leave-one-out (LOO) validation procedure. The performance of the winning classifier was then tested in a fully held out sample from a second study. The details below describe the main classifier development study, details of the study used for validation are described in the section “validation sample study”. Both studies received ethical approval from the National Research Ethics Service (reference numbers 14/NW/0250, 16/NE/0095) and all patients provided written informed consent on enrolment.

2.2. Population

Patients aged between 18 and 65 years who attended one of twelve general practices (GP) in the UK and who, in the opinion of their general practitioner required treatment with citalopram, were recruited to the study. Older patients were excluded as they are often initiated on a reduced dose of citalopram (10 mg rather than 20 mg) which is increased after 3-4 days. Potential participants were excluded if they were currently taking antidepressant, antipsychotic or regular hypnotic medication, or if they required immediate referral to secondary care mental health services.

2.3. Treatment during the study

The decision to initiate treatment with citalopram and the dosing regimen to use was made by the treating clinician before trial entry.

2.4. Measures of emotional bias

Patients completed standard emotional word-based memory encoding (ECAT) and recall (EREC) tasks and a face-based emotional recognition task (FERT) (Browning et al., 2007). The tasks, which are described in detail in the supplementary methods, were administered at baseline and week 1 using dedicated personal computers located within the primary care surgeries. Patients were supported in completion of the tasks by research nurses located within the GP practices. Task instructions were presented on screen for patients to read before task completion. The psychometric properties of the cognitive tasks used have previously been assessed by Thomas et al. (2016), with intraclass correlation coefficients ranging from 0.4 to 0.8.

2.5. Questionnaire measures

The QIDS-SR16 is a well validated 16 item, self-report scale of depressive symptoms which is increasingly being used as the primary outcome in clinical trials of treatments for depression (Rush et al., 2006, 2003). Treatment response using this scale is defined as a 50% or greater reduction of the patient’s baseline score (Rush et al., 2006). The QIDS-SR16 questionnaire was completed following 1 week of treatment as well as at baseline and week 6. This allowed us to compare the ability of the emotional bias tasks to predict treatment response with the ability of changes in QIDS-SR16 over the same time period (NB treating each of the 16 items as separate features). It also allowed us to assess predictive algorithms which combined the questionnaire items with task features.

An acceptability questionnaire was developed specifically for this study and was composed of three questions (see Supplementary Table 5) which participants could answer by circling one of three responses (yes/partly/no). Participants were also encouraged to provide free text assessments of the positive and negative aspects of the tasks.

2.6. Development of the predictive algorithm

Assessment of the specific tasks to include in the predictive algorithm was guided by the data quality and predictive
performance of the algorithms based on the separate tasks, in the classifier development study, in a primary care setting. The primary measure of data quality was the proportion of patients completing the task who met minimal performance parameters, which are detailed in the supplementary methods.

A linear support vector machine (SVM) was used to combine task and questionnaire features into binary predictions (i.e. responder/non-responder). SVMs are a widely used and robust method of deriving binary classifications, particularly when the ratio of data points to features is relatively low, as is the case in this study. Analysis was performed using Matlab (version R2015b, Mathworks). Performance of the algorithm within the classifier development study was assessed using a leave-one-out validation procedure during which a training set consisting of all but one participant was used. The training set was used for feature selection, estimation of the C-parameter and model training, with the left out sample being used solely for validation (Hastie et al., 2009). Note that this approach results in variability in the features selected, the C-parameter used and the model weights for each iteration of the leave-one-out procedure. The value of the C-parameter used was selected based on the achieved accuracy within the training set using 50 values of the parameter ranging from 0.01 to 100. Feature selection was achieved by selecting the features with the highest area under the curve for predicting response in the training set. Missing values of a given feature in either the training or testing set (e.g. reaction times for choices, which were not made by a particular participant could not be calculated) were entered as the mean value for that feature, calculated from the training set. The unbalanced nature of the data set (i.e. unequal numbers of responders and non-responders) was dealt with by setting the weight of each observation to 1/(number of observations of a given class) in the training set (Huang and Du, 2005).

Separate analyses were completed to test the predictive ability of the emotional bias tasks and QIDS-SR16 as well as using different proportions of task features (10%, 50% or 100% of available features). The rationale for assessing this range of proportions of task features is that, if most information about treatment response is contained in only a few task features then the classifier which uses just these features will perform better, whereas if information about treatment response is distributed throughout many task features then the more inclusive classifiers will perform better. In addition, separate classifiers were created using features calculated as the change from baseline, that is the difference in the feature between visit 1 when the participants had taken 1 week of citalopram and baseline, or using just the baseline values. This allowed us to determine whether classifiers based solely on baseline data performed differently to those based on the early effects of treatment. The degree to which the accuracy scores of the best performing analyses were robust to overfitting to outlying data points in the classifier development study was further tested using sensitivity analyses (reported in the supplementary results) in which 10% of patients were randomly removed from the sample and the analyses then rerun 1000 times. We used classifier accuracy as the primary metric of response but also report positive and negative predictive value and sensitivity and specificity of the derived classifiers.

Analyses were performed on all patients who had completed the relevant study measures (i.e. completed the QIDS-SR16 at baseline, visit 1 and on the final visit and completed the cognitive tasks at baseline and visit 1) and who continued to take citalopram for the duration of the study.

Statistical assessment of the achieved prediction accuracies was performed using one tailed z-tests, which assess whether the achieved prediction is significantly better than a comparator performance. Two comparator conditions in the classifier development process were used: first predictions were compared against an accuracy of 50%, which represents no prior knowledge of the response rate in the current cohort, and would be a reasonable estimate of the response rate in open label trials (Rush et al., 2006). Secondly, the prediction was compared against the accuracy which could be achieved from knowledge of the baseline response rate in the current cohort (i.e. in the classifier development study the response rate was 39%, therefore, theoretically, an accuracy of 61% could be achieved by labelling all participants as non-responders).

2.7. Validation sample study

Data from 239 participants taken from a separate study (The PReDict Study; Kingslake et al., 2017) were used to assess the performance of the winning classifier identified from the above process in a fully held out sample. Importantly, these data were kept completely separate from the classification development process described above and only one classifier was tested on it. The ongoing PReDict study is recruiting a sample of patients with depression, who are being started on antidepressant medication, and who complete the FERT task and QIDS-SR16 at baseline and after 1 week as in the classifier development study. A complete description of the PReDict study protocol is available (Kingslake et al., 2017), the pertinent differences between the validation and classifier development studies are that in the validation sample study: (a) patients were started on any SRI (other than Fluoxetine) rather than only citalopram, (b) treatment response was assessed following 8-10 weeks of treatment rather than 4-6, (c) participants completed only the FERT task online rather than 3 bias measure tasks on a dedicated PC in the GP surgery, (d) the study was performed across 5 European countries (UK, the Netherlands, France, Germany and Spain) rather than only in the UK, (e) the overall response rate in the validation sample was 50%, as compared to 39%. Note that the PReDict study randomises participants into a group receiving treatment as usual and a group in which antidepressant treatment is guided by the classifier. Here we test classifier performance solely in the treatment as usual group. Performance of the classifier in this sample was assessed using a one tailed z-test with a comparison performance of 50% (i.e. which is also the baseline response rate in this sample).

3. Results

3.1. Population

Demographic information on participants from the classifier development study is reported in Fig. 1(b). A total of 74
Table 1  Accuracies, positive predictive values (percentage of patients predicted to respond who actually respond) and negative predictive values (percentage of patients predicted not to respond who do not respond) in held out patients using changes in the different cognitive tasks and the QIDS-SR\textsubscript{16} questionnaire over the first week of treatment. Three different levels of feature selection were employed. Sensitivity and specificity are reported in supplementary Table 1.

<table>
<thead>
<tr>
<th>Tasks used in algorithm</th>
<th>Percentage of total features selected</th>
<th>Total number of features</th>
<th>Accuracy (PPV, NPV) 10%</th>
<th>Accuracy (PPV, NPV) 50%</th>
<th>Accuracy (PPV, NPV) 100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>QIDS-SR\textsubscript{16}</td>
<td>16</td>
<td>46% (37% 59%)</td>
<td>61% (50%, 65%)</td>
<td>56% (36%, 61%)</td>
<td>49%</td>
</tr>
<tr>
<td>FERT</td>
<td>36</td>
<td>51% (41%, 64%)</td>
<td>70% (78%, 69%)</td>
<td>49% (27%, 57%)</td>
<td></td>
</tr>
<tr>
<td>ECAT</td>
<td>6</td>
<td>56% (46%, 81%)</td>
<td>51% (41%, 65%)</td>
<td>58% (46%, 68%)</td>
<td></td>
</tr>
<tr>
<td>EREC</td>
<td>6</td>
<td>63% (53%, 68%)</td>
<td>54% (38%, 61%)</td>
<td>54% (38%, 61%)</td>
<td></td>
</tr>
<tr>
<td>FERT + QIDS-SR\textsubscript{16}</td>
<td>52</td>
<td>54% (43%, 66%)</td>
<td>77% (70%, 82%)</td>
<td>68% (59%, 74%)</td>
<td></td>
</tr>
<tr>
<td>FERT + ECAT + EREC + QIDS-SR\textsubscript{16}</td>
<td>64</td>
<td>56% (44%, 66%)</td>
<td>79% (73%, 83%)</td>
<td>51% (25%, 58%)</td>
<td></td>
</tr>
</tbody>
</table>

QIDS-SR\textsubscript{16}; Quick Inventory of Depressive Symptoms, Self-Rate 16 item version. FERT; Facial Emotion Recognition Task. ECAT; Emotional Categorisation Task. EREC; Emotional Recall Task. PPV; Positive Predictive Value. NPV; Negative Predictive Value.

patients were enrolled in the study. Of these 57 patients completed all necessary study assessments. 6 patients did not attend the study visits, 8 discontinued citalopram treatment during the study, 1 was withdrawn due to the discovery of an exclusion criterion shortly after enrolment and 2 did not fully complete the QIDS-SR\textsubscript{16} questionnaire at the final visit. The overall response rate to citalopram was relatively low for an open label study (39%) meaning that the majority of patients (61%) did not respond to the citalopram they were prescribed.

3.2. Task data quality

Of the 57 patients who completed the study, all 57 had usable data for the face-based FERT task (minimum mean accuracy 36%), 54 had usable data for the ECAT memory encoding task (3 patients scored less than chance) and 53 had usable data for the EREC memory recall task (3 lost due to poor ECAT, EREC results from 1 patient lost). In summary successful data collection was more consistently achieved from the FERT task than the ECAT or EREC tasks.

3.3. Prediction accuracy

The accuracies of the classifiers based on the change in cognitive and questionnaire measures over the first week of treatment when predicting response vs. non-response status in held out patients is summarised in Table 1 (see Supplementary Table 1 for test sensitivity and specificity). As can be seen using self-report symptoms only, as measured using early change in the QIDS-SR\textsubscript{16}, accuracies of around 60% were achieved. Using only features from the FERT task achieved accuracies of 70%, with the ECAT and EREC managing only 55-60% accuracies. A clear improvement in accuracy was seen when moving from 10% to 50% of the most informative features of the FERT and QIDS-SR\textsubscript{16}, suggesting that information is spread throughout these task features rather than being concentrated in a small number. However accuracies were generally lower when all features (100%) were included in the algorithm indicating that removal of the more noisy features is beneficial to prediction.

Next, we assessed whether combining the most informative features across tasks and questionnaires improved overall prediction. As can be seen combining the features from the two best performing classifiers (QIDS-SR\textsubscript{16} and FERT) led to a higher overall accuracy (Fig. 2; 77%) than either separately. Adding the EREC and ECAT did not improve the prediction of the classifier (79%). As can be seen from Fig. 2, the algorithm based on the QIDS-SR\textsubscript{16} and FERT achieved a specificity of approximately 80% and a sensitivity of 73%, with a reasonably consistent selection of features from across both the FERT and QIDS-SR\textsubscript{16} measures over the iterations of the LOO procedure. Performance of this algorithm was statistically better than both an uniformed, 50% comparator ($z=2.9$, $p=0.002$) and an informed comparator, based on the baseline non-response rate of 61% ($z=1.83$, $p=0.03$). An additional sensitivity analysis of these results, suggested that the classifiers based on 10% of features were more susceptible to misestimating the classifier performance and is described in the supplementary results file.

While the accuracy of a classifier gives an estimate of its overall performance, the clinical application of the specific classifiers described in this paper - patients who are classified as non-responders would have their treatment
altered after one week (Kingslake et al., 2017) – suggests other relevant, clinically intuitive, performance metrics. In particular, the proportion of all patients who would have their treatment changed appropriately (i.e. they would not have responded to the original medication) by the classifier is described by the negative predictive value (NPV) and estimates how likely a classifier guided active change in treatment is to be appropriate. As can be seen from Table 1 the NPV based on the QIDS-SR16 alone is approximately 65% meaning that 35% of patients would have their treatment changed even though they were going to respond to the original treatment. Addition of the FERT task to the classifier increases the NPV to 82%, reducing the rate of inappropriate treatment changes to 18% of patients.

3.4. Classification using baseline data

The classification accuracies achieved using just the baseline data are summarised in Table 2. The scores achieved using baseline data are generally lower than those achieved using change scores, with only one classifier performing better than chance (based on QIDS-SR16 only and 10% of features) and no classifier predicting response significantly better than the baseline non-response rate.
Table 2  Accuracies, positive predictive values (percentage of patients predicted to respond who actually respond) and negative predictive values (percentage of patients predicted not to respond who do not respond) in held out patients using baseline scores from the different cognitive tasks and the QIDS-SR16 questionnaire. Three different levels of feature selection were employed. Sensitivity and specificity are reported in supplementary Table 2.

<table>
<thead>
<tr>
<th>Tasks used in algorithm</th>
<th>Total number of features</th>
<th>10%</th>
<th>50%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>QIDS-SR16</td>
<td>16</td>
<td>70%</td>
<td>61%</td>
<td>58%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(60%, 78%)</td>
<td>(50%, 74%)</td>
<td>(46%, 68%)</td>
</tr>
<tr>
<td>FERT</td>
<td>36</td>
<td>53%</td>
<td>53%</td>
<td>39%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(40%, 63%)</td>
<td>(41%, 63%)</td>
<td>(28%, 50%)</td>
</tr>
<tr>
<td>ECAT</td>
<td>6</td>
<td>60%</td>
<td>51%</td>
<td>49%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(49%, 77%)</td>
<td>(42%, 67%)</td>
<td>(40%, 64%)</td>
</tr>
<tr>
<td>EREC</td>
<td>6</td>
<td>51%</td>
<td>53%</td>
<td>42%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(36%, 60%)</td>
<td>(39%, 62%)</td>
<td>(31%, 54%)</td>
</tr>
<tr>
<td>FERT + QIDS-SR16</td>
<td>52</td>
<td>60%</td>
<td>60%</td>
<td>58%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(47%, 66%)</td>
<td>(48%, 70%)</td>
<td>(46%, 66%)</td>
</tr>
<tr>
<td>FERT + ECAT + EREC + QIDS-SR16</td>
<td>64</td>
<td>54%</td>
<td>65%</td>
<td>65%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(42%, 64%)</td>
<td>(54%, 74%)</td>
<td>(54%, 73%)</td>
</tr>
</tbody>
</table>

QIDS-SR16; Quick Inventory of Depressive Symptoms, Self-Rate 16 item version. FERT; Facial Emotion Recognition Task. ECAT; Emotional Categorisation Task. EREC; Emotional Recall Task. PPV; Positive Predictive Value. NPV; Negative Predictive Value.

3.5. Acceptability questionnaires

Quantitative responses from the acceptability questionnaire are summarised in Supplementary Table 5 (note responses to the acceptability questionnaires are included for participants with missing task data who were not included in the classifier performance analysis). The large majority of patients felt that they would be able to complete the task without researcher assistance. Approximately 10% of respondents reported that they would not be able to repeat the task at home (due to lack of home internet). The main difficulties with the tasks reported in the free text responses were the overall duration of the test (i.e. time to complete all tasks) which was thought to be too long and the perceived difficulty of the tasks (i.e. the short duration the faces were presented and the level of difficulty of the memory task).

3.6. Performance in a held out sample

The above analysis indicates that the classifier based on change scores from the QIDS16 and FERT task was the most robust in terms of both prediction accuracy and data quality. The performance of this classifier was therefore tested in the sample of 251 patients recruited to the treatment as usual arm of the PReDiC study (Kingslake et al., 2017). The classifier accurately predicted response to treatment in 60.3% of patients which was significantly better than classification based on the baseline response of 50% (z = 2.13, p = 0.02). More details about the sample characteristics and classifier performance is provided in the supplementary materials.

4. Discussion

Induced changes in emotional bias and subjective symptoms, measured after one week of treatment, may be used to predict antidepressant treatment response at the level of the individual patient. These measures can feasibly be collected in primary care settings. This suggests that it may be possible to use cognitive and symptomatic measures to guide antidepressant treatment in depressed patients.

4.1. Data quality, predictive performance and acceptability of the emotional bias tasks

The current study tested three different behavioural measures of emotional bias, all of which have previously been reported to be influenced by treatment with antidepressant medication in experimental settings (Harmer and Cowen, 2013). Of these three measures, the facial expression recognition task (FERT) provided a higher level of data quality, with all patients completing it adequately, unlike the word based encoding and recall tasks (ECAT and EREC tasks) in which approximately 5% of data were lost due to difficulties with task comprehension despite the support of research nurses during task completion. The FERT task also provided a superior prediction of participant response, with changes in task scores over the first week of treatment correctly predicting the response status of 70% of patients using a leave-one-out validation procedure, as opposed to prediction accuracies of between 55% and 60% for the memory tasks. Together, these results indicate that the FERT task provides the most reliable and useful measure of emotional bias tested in this study.
The predictive performance of the algorithm based on change in task scores over the first week of treatment was improved when change in subjective symptoms, measured with the QIDS-SR$_{16}$ questionnaire, was added to the emotional bias task based features. While the FERT task alone predicted response rates to a greater extent than symptoms (70 % vs. 61%) combining both sets of features led to an improved performance (77%) suggesting that different measures carry different information about response likelihood and that their combination is likely to extend the range of patients whose response may be predicted.

Assessment of the acceptability of the tasks used in the current study indicate that computer based e-assessment is generally acceptable to patients in primary care and that they may be administered with relatively little support. Patients in the current study did feedback that the duration of testing was too long. Therefore acceptability could be improved further by reducing the duration of the assessment process, this may best be achieved by focussing only on the FERT task and QIDS-SR$_{16}$ questionnaires which would reduce the total testing time from 30-40 min to approximately 15-20 min. The FERT task has the added advantage that it is relatively culturally unbiased as the specific emotional expressions used in the task appear to be recognised across cultures (Ekman et al., 1987) and the task does not depend on linguistic ability.

4.2. Comparison of classifiers based on baseline data versus induced change

A number of previous studies have used baseline measures to predict response to antidepressant treatment (Cattaneo et al., 2016; Chekroud et al., 2016; Dinteren et al., 2015; Etkin et al., 2015). The results have been somewhat mixed although any test which predicts the best treatment before it is prescribed is potentially superior to our post hoc approach. In the current study, classifiers based on baseline measures of the cognitive tasks and QIDS-SR$_{16}$ did not perform as well as those which utilised change scores suggesting that, using these emotional bias measures at least, there is a benefit to basing classification on data collected over the first week of treatment.

The performance of the classifier developed in this paper in a fully held out sample, was approximately 60%, similar to that reported by other classifiers (Chekroud et al., 2016; Etkin et al., 2015). While this result provides evidence that the classifier is able to predict response better than chance, in a relatively naturalistic sample of patients receiving a range of different medications, it does not answer the key clinical question—does use of the algorithm in clinical practice meaningfully improve patient outcome? Ultimately, this question of clinical efficacy will not be settled using the study designs employed in this and previously published studies which measure classification accuracy. Rather clinical efficacy needs to be tested using a randomised controlled design in which patients are randomised to have either treatment as usual, or treatment guided by a specific algorithm. A superior outcome in patients who use the algorithm will provide strong evidence for its adoption into routine care. We are currently completing such a study, in which antidepressant treatment is guided by the algorithm described in this paper (Kingslake et al., 2017). In this ongoing trial patients will complete the FERT and QIDS-SR$_{16}$ after one week of treatment and, should they be predicted to be not responding, will have their medication changed at this stage, with the prediction process repeated again after a further week.

4.3. Study limitations

The limitations of the current study should be acknowledged. Firstly, the sample size of 57 patients in the classifier development study is relatively small. While this does not influence the estimated accuracy of the classifier in the held out sample it does raise the possibility that a more accurate classifier could be developed if trained on a larger data set. Against this limitation, the current study has collected targeted data from a reasonably representative clinical sample, whereas many previous studies have used samples of convenience from previous clinical trials.

A second limitation is that patients were only recruited to the classifier development study if they had been prescribed citalopram. This medication was chosen as it is commonly prescribed in the UK and we wanted to reduce between patient variance in this initial test of the algorithm. While this raises the potential risk that the classifier may only predict response to citalopram, the demonstration of reasonable classification accuracy in the held out sample (with superior performance in those who received sertraline) suggests that classifier performance is relatively constant, at least across SRI medications. However, it remains possible that overall classifier performance could have been improved if the training dataset had included participants on a broader range of medications.

Lastly, the primary outcome measure in the current study, which we sought to predict, was treatment response rather than remission. Response is often used as the outcome of interest in clinical trials, however remission is clearly a more desirable target for the individual patient. Predicting remission presents additional methodological challenges as it is less common and should ideally be assessed after a longer follow up. This may be addressed in future studies which incorporate a longer course of treatment.

In conclusion, induced changes in emotional bias may be utilised together with symptomatic change over the first week of citalopram treatment to predict treatment response after 4-6 weeks. Our classifier is based on a clear mechanistic hypothesis about the mode of action of antidepressants. An algorithm based on these measures could be used to direct antidepressant prescription with the goal of reducing the time taken to initiate patients on effective treatment and the time to remission.
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