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Introduction
The last two decades have seen a proliferation of Internet-
delivered and mobile mental health interventions both 
within research settings1,2 and on the market (eg, 7 Cups).3 
Unsupported or unguided interventions offer fully automated 
self-help services, whereas supported or guided interventions 
provide additional human support by a remote coach or 
clinician.4 Research studies on the clinical benefits of these 
interventions for the treatment of anxiety and depression have 
shown mixed results,5–7 but most have denounced the 
poor adherence that characterises digital mental health 
interventions.8 More recently, a number of engaging, fully 
automated conversational agents, or chatbots, have been made 
available (eg, Woebot).9 These text-based platforms, easily 
accessible via a mobile app or Facebook Messenger, are designed 
in a way that increases adherence, because they engage with 
users in ways that resemble human real-life interactions.10,11

What are the advantages and disadvantages of using fully 
automated conversational agents for mental health support? 
What ethical standards should guide this new resource? How 
can we ensure therapy bots are safe and effective? As a group of 
researchers and young people involved in ethical debates that 
arise from advances in technology, neuroscience, and psychiatry,12 
in this article, we hope to shed light on these questions from a 

young person’s perspective. We also offer a detailed analysis of 
3 existing platforms that are currently available in English 
language: Woebot,13 Joy,14 and Wysa.15

Our Approach to Mental Health Chatbots: The 
Importance of the Youth Perspective
The ideas presented here are the result of group discussions con-
cerning the pros and cons of mental health chatbots, in which 
the Oxford Neuroscience, Ethics and Society Young People’s 
Advisory Group (NeurOx YPAG) participated. The NeurOx 
YPAG is a multi-ethnic group of 14 to 18 year olds, who have 
been selected from several schools across Oxfordshire for their 
interest in ethics and mental health. The group meets periodi-
cally to discuss ethical issues in research at the intersection 
between technology, neuroscience, and psychiatry. The authors 
of this article include a sub-set of 24 members of the NeurOx 
YPAG who participated in the session on mental health chat-
bots, as well as 3 co-leaders of the NeurOx YPAG who facili-
tated the session. The event was organised by the BBC in 
partnership with the Wellcome Trust and resulted in a BBC 
Tomorrow’s World video clip titled ‘Would you trust a chatbot 
therapist?’.16

We believe that the perspectives of young people are essen-
tial to such discussion, because mental illness accounts for a 
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large portion of the disease burden in younger populations,17 
yet young people’s mental health needs are largely unmet, due 
to under-investment in child and adolescents’ mental health, 
lack of evidence-based treatments, and poorly targeted or badly 
implemented interventions.18,19 At the same time, young 
people are the largest consumer of the digital world, and  as 
such they constitute one of the key target groups for digital 
interventions.20 For instance, Facebook Messenger, within 
which 2 of the 3 chatbots reviewed here are integrated, is used 
by 81% of 18- to 24-year-old Internet users and by 89% of 25- 
to 34-year-old users in the United States, compared with 67% 
of users between 55 and 64 years old.21 There is also evidence 
that, although teenagers still consider their parents, doctors, or 
nurses as their main source of health information, the Internet 
has far overtaken other media, such as television or newspapers, 
as an important supplement for such sources.22

Mental health issues such as stress, anxiety, and depression 
are among the health information most searched for by teenag-
ers online, and online content often motivates young people to 
change their health behaviours.22 These data suggest that digi-
tal mental health interventions are likely to affect young people 
in a very important dimension of their lives. At a time where 
young people are seen as simultaneously in need of protection 
from the risks of the digital world, and as ‘media-savvy’ 
individuals,23 who are much more confident and competent in 
the use of digital devices than adults,24 we believe that young 
people’s first-hand experience of mental health chatbots should 
play a role in shaping the normative debate around e-Mental 
Health.

What is the Current Landscape of e-Mental Health?
Online and mobile-delivered mental health interventions are 
proliferating and hold promise to overcome important barriers 
in the delivery of and access to traditional mental health sup-
port. Digital interventions are accessible to anyone with a 
smartphone and Internet connection, and can therefore be 
delivered to young people in regions that lack mental health 
professionals and where mental illness often goes untreated.25 
Even in contexts where specialised, publicly funded treatments 
are available, waiting lists are common in child and adolescent 
services.26,27 Mental health apps are readily accessible and easy 
to use, whenever users feel sad, anxious, stressed, or just want a 
distraction. They are also significantly less costly than face-to-
face interventions such as cognitive behavioural therapy.28

Beyond structural barriers, young people are often reluctant 
to access mental health treatment due to social and self-stig-
matising attitudes to mental health interventions.29 Many 
report a desire for self-reliance when coping with emotional 
difficulties, or a preference for obtaining support from close 
others such as family members or friends rather than professional 
support.30,31 There is also evidence that younger teenagers tend 
to feel more in control of managing difficult situations in online 
conversations via text rather than in in-person interactions.23 

For example, the UK suicide-prevention charity Samaritans 
has recorded that users aged less than 25 years had the highest 
use of their text messaging service and were less likely to phone 
or visit a branch than older users.32 Thus, as technology and 
digital culture become increasingly more present in young peo-
ple’s lives, young people may also prefer to look for support 
online rather than face-to-face. An online, mobile-based inter-
vention is less likely to carry the stigma attached to formal 
mental health services33 and provides a self-reliant intervention 
platform for those who would otherwise be reluctant to seek 
support.

Another common barrier to seeking other people’s support 
concerns issues of trust and confidentiality. For example, many 
young people feel that their problems are too personal to be 
discussed with anyone or they fear that their sensitive informa-
tion will be shared with others,34,35 and particularly younger 
adolescents consider it easier to maintain their privacy in online 
conversations.24 These individuals may find a fully automated 
digital intervention that could be used anonymously to be a 
suitable alternative outlet for disclosure of their mental health 
difficulties. Similarly, a recent study found that adults were 
more willing to disclose personal information when they 
thought they were talking to a nonhuman ‘virtual therapist’ 
than a human operating platform.36

Finally, if effective, e-Mental Health services may represent 
the less daunting bridge to getting professional help.37 It is 
possible that, as individuals use these resources and learn about 
cognitive behavioural and other clinical approaches, they might 
develop skills to recognise when they need additional support 
and become progressively more open to talking to a real human. 
For patients who seek face-to-face help first, mental health 
apps may still be recommended by mental health professionals 
as a supplement to therapy,3 or as a form of intermediate sup-
port while on the waiting list.

There is some evidence that the first generation of mental 
health digital interventions can be effective for conditions such 
as anxiety and depression38. However, as previously discussed, 
such interventions are also characterised by poor adherence, 
which may be due to the lack of the quality of human interac-
tion that a therapist-patient relationship offers.10 This is par-
ticularly the case for unguided interventions,4,11 which suggests 
that complementing digital help with external human support 
may be a way to increase adherence to e-Mental Health ser-
vices. However, such option is likely to be difficult to imple-
ment on a large scale.11 Therefore, fully automated 
conversational agents, or chatbots, could offer a promising 
alternative.

Powered by artificial intelligence, the new generation of 
mental health platforms is meant to increase adherence by pro-
viding an engaging tool that, although cannot offer a proper 
therapeutic interaction, is designed to feel like users are speak-
ing to a real human or to ‘mimic human dialogues’.11 Like other 
conversational agents (such as Apple’s Siri), chatbots provide a 
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‘more natural medium’ for communication than the older men-
tal health apps.10 Chatbots process all text (and emojis) that a 
user might enter, and offer responsive, guided conversations and 
advice to help users cope with challenges to mental health. The 
bots offer daily check-ins on users’ emotions, thoughts, and 
behaviours (‘What is your energy like today?’) and some, such as 
Wysa, also passively track users’ movements via the phone’s 
accelerometer.

Users receive reports that might help them gain insight into 
their own patterns, as well as targeted therapy exercises, includ-
ing reframing one’s thoughts, mindful breathing, and motiva-
tional interviewing, in the form of text, games, or video clips. 
According to their developers, chatbots can be used in settings 
with slow Internet connection, because they are designed to use 
limited phone data.39 Finally, because they are commercially 
accessible rather than available in academic research settings 
only, chatbots are likely to be more sustainable than other 
e-Mental Health services.10

We have tried 3 chatbots for mental health support: Wysa, 
Woebot, and Joy, which have been selected because they are 
widely used and available directly to users, in English language. 
Woebot is currently available both via Facebook Messenger 
(16 k likes) and more recently also as a standalone mobile 
application (50 k+ downloads); at least in the United Kingdom 
Joy is currently only available via Facebook Messenger (1.3 k 
likes); Wysa was previously available on Messenger (3.3 k 
likes), but the company has discontinued this service and now 
the chatbot is only available as an app (500 k+ downloads). 
Wysa was created by Jo Aggarwal and Ramakant Vempati, ini-
tially as a side study of a larger project meant to build machine 
learning algorithms to detect depression from sensor feeds in 
mobile phones. It was launched in October 2016 and has now 
more than 40 million conversations and is available in 30 coun-
tries. Woebot was founded by Dr Alison Darcy and launched 
in June 2017 and now has more than 2 million conversations 
per week, across more than 120 countries.13 Finally, Joy, which 
is used in more than 130 countries, was created and launched 
by Danny Freed in 2016 and has more than 1 million messages. 
It is important to note that Joy has recently undergone changes 
to their website and services, and is currently described as a 
‘mental health monitoring device’, but in this paper we only 
consider their chatbot available on Facebook Messenger.

According to the information on their websites, these 3 
chatbots were developed based on cognitive behavioural tech-
niques.13–15 Wysa and Joy, in addition, mention adopting thera-
peutic methods drawn from other third-wave cognitive 
behavioural therapy approaches such as dialectical behaviour 
therapy and mindfulness-based methods.14,15

Beyond the chatbots we have tested, we are aware of a few 
other platforms that operate under similar principles. Those 
include Shim, which is currently available in Swedish language 
(English version in Beta) as a mobile application for iOS,40 as 
well as a number of mental health bots developed by tech 
startup X2AI,41 including Karim (Arabic), Emma (Dutch), 

and Sara (English). Sara is available on Facebook Messenger @
chatwithsara (850+ likes), and is a demo version of Tess, a 
mental health chatbot available to hospitals and other organi-
sations for a fee.

Similarly to other mental health mobile apps,7 there is an 
apparent paucity of published evidence of the effectiveness of 
chatbots. From the 3 chatbots we have tested, only Woebot 
has published evidence from a randomised control trial. After 
talking to Woebot for 2 weeks, a sample of US college stu-
dents (who self-identified as experiencing symptoms of 
depression and anxiety) showed a reduction in depression 
symptoms in comparison to a randomised control who only 
received information about depression via an e-book.10 No 
difference between groups was observed for anxiety symp-
toms (both groups showed a reduction in anxiety) or fre-
quency of positive and negative emotions. Eighty-five per 
cent of participants used the bot daily or almost daily, which 
is high compared with other web-based interventions.42 A 
qualitative assessment revealed that participants felt generally 
positive about the experience, but acknowledged technical 
limitations; for example, many felt they were not able to have 
a ‘natural’ conversation. In terms of the positive features, they 
particularly appreciated daily check-ins, the bots’ empathic 
and caring ‘personality’, and the learning it facilitated. More 
recently, Wysa has also published evidence indicating that a 
sample of active Wysa users showed a higher reduction in 
depression symptoms in comparison to less engaged app 
users, and that overall users found the platform helpful and 
encouraging.43

The Swedish chatbot Shim was also shown to produce 
increases in psychological well-being and reductions in per-
ceived stress in a nonclinical sample, in comparison to a wait-
ing-list control group.11 However, these effects only applied to 
participants who had actively adhered to the intervention.

Taken together, these initial findings are encouraging, but of 
course warrant replication with larger and more diverse sam-
ples, including clinical populations. It is also important to com-
pare these interventions to face-to-face treatments to ascertain 
the magnitude of the effect in comparison to traditional 
methods.

Current Limitations of Fully Automated Therapy in 
Mental Health
Automated bots are still far from recreating the richness of a 
face-to-face encounter with a mental health professional, 
despite their efforts to mirror real-life interactions.10 Even 
though a minimal level of personalisation exists (eg, different 
tips/strategies are given for users presenting symptoms of 
depression vs anxiety), the support provided is still generic and 
perhaps more akin to a self-help book. That is, as of yet, chat-
bots cannot grasp the nuances of users’ life history and current 
circumstances that may be at the root of mental health difficul-
ties. As Woebot warns its users: ‘As smart as I may seem, I’m 
not capable of really understanding what you need’. 
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For example, when the user sends longer or more complex 
messages, chatbots often reply not having understood or pro-
vide an off-topic, inappropriate response which, although 
might be comical and entertaining at times, could undermine 
the user’s sense that the chatbot is ‘listening’ carefully.

Some of the automated platforms provide users with set 
responses to click on (eg, ‘high’, ‘medium’, or ‘low’, referring to 
energy levels), in addition to free text, which facilitates com-
prehension. Even though these set phrases might help users 
label their subjective experiences, they could also leave users 
feeling limited and unable to express themselves properly. All 
in all, there is a long way to travel before chatbots will be per-
ceived as highly responsive and empathetic; it does not yet feel 
as though the technology is able to fully tailor responses to 
users’ specific needs and circumstances.

Results of Our Discussion: Minimum Ethical 
Standards
Despite the above-mentioned limitations, automated chatbots 
may offer great potential for providing people with useful help 
for mental health difficulties. There are, however, several ethi-
cal issues associated with this potential. While testing the chat-
bots, we were particularly concerned about matters related to 
who has access to users’ personal information and conversa-
tions; whether the digital support provided is evidence-based; 
and how automated bots protect users’ safety in emergency 
situations. For their potential not to be compromised, we 
believe that automated bots should meet a set of minimum 
ethical standards concerning privacy and confidentiality, effi-
cacy, and safety. In the remainder of this article, we will outline 
the ethical recommendations for chatbot creators that we 
developed during our group discussion about mental health 
chatbots. Such recommendations come, therefore, from the 
first-hand experience of young users.

Privacy and Confidentiality
1.	 Personal information, if collected, should be kept 

confidential;
2.	 Content of conversations, if shared, should be 

de-identified;
3.	 Privacy arrangements and limitations should be made 

transparent to users;
4.	 Users should have the option of being reminded of pri-

vacy arrangements and limitations at any stage.

In the informational age, privacy concerns are relevant to a 
variety of platforms that have become part of our everyday 
lives.44,45 Addressing them is particularly compelling in the 
context of the chatbots discussed here, due to the sensitivity of 
information about users’ mental well-being. Within traditional 
mental health settings, patients find it essential that their clini-
cians protect and keep their information confidential.46 As pre-
viously mentioned, young people in particular consider the 
availability of trusted relationships to be a key motivational 

factor for seeking professional support.29,47,48 Because therapy 
bots mirror real-life interactions with mental health support 
providers, we believe that chatbot developers should keep users’ 
data private as far as possible. If anything is shared—assuming 
explicit consent is provided—it is essential that it does not 
include any personally identifiable information (eg, names, 
email addresses, and phone numbers), which should be kept 
strictly confidential.

When we tried the platforms, we felt more comfortable 
with disclosing information about our mental well-being when 
we had the chance to chat anonymously. On this point, the 
most important difference that we identified is that Wysa is 
only available as an app, which gives users the possibility to 
chat anonymously. On the other hand, Woebot and Joy are 
(also) available through Facebook Messenger, where all conver-
sations are linked to users’ real names (unless users create a false 
Messenger account).

We find having an independent mobile application very 
important, because data collected on Facebook Messenger are 
subject to Facebook’s privacy policy and can be shared with 
third parties.49 Having the chatbot run through an external 
platform means a lower degree of control over the information 
collected and greater vulnerability to the potential release of 
secure or private/confidential information to an untrusted 
environment. In fact, since we wrote the first draft of this arti-
cle, Facebook was drawn into the Cambridge Analytica data 
scandal, where data from millions of users were shared for 
political purposes without their explicit consent. This incident 
highlights the need for caution when it comes to using external 
platforms, and the importance of ongoing oversight and moni-
toring to ensure compliance with privacy standards.

Wysa and Woebot indicate in their privacy policy that they 
do not share user content with other companies or services. 
They only use anonymised, aggregated data to improve and/
or optimise their services. On the other hand, Joy’s privacy 
policy states that by using their platform, users grant the 
company a perpetual and transferable license to ‘use, edit, 
modify, truncate, aggregate, reproduce, distribute, prepare 
derivative works of, display, perform, and otherwise fully 
exploit the User Content’, which we found very concerning.

With regards to anonymisation, it is important to note 
that even if platforms do not explicitly collect personal infor-
mation, given the nature of these services users may type 
identifiable information in conversation with the bot. We 
find it important that any potential identifiers are hidden or 
removed as far as possible when data are used to optimise 
services, for research, or if any information is shared with 
third parties (assuming, of course, that users’ have explicitly 
consented to this sharing).

If data are used for research, we find it important that this is 
explicitly stated and consent is sought before we begin using 
the platform. We would also prefer to give specific consent for 
specific studies, especially when data about our mental well-
being are used. Critically, details concerning privacy 
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arrangements should be made transparent to users. We suggest 
that the best way to inform users about privacy arrangements is 
to outline these within the chat in an easy language and format 
(eg, graphically or in bullet points). Although we think that 
users should be given the option to click on a link to read full 
privacy policies on the bots’ websites, we find it unlikely that 
many people would take the time to do so. It is, therefore, 
important that basic information about privacy is easily pro-
vided via the text platform during users’ f irst interaction with the 
bot.

All the bots we tried included their privacy policy on their 
websites, but only Wysa and Woebot offered privacy informa-
tion during our first conversation. For example, Wysa men-
tioned it would ‘not share anything we discuss with anyone 
else’ and Woebot told us that it would not share ‘any informa-
tion that you provide to Woebot.’ However, we suggest that 
when used on Messenger, Woebot should provide further 
information about Facebook’s privacy and data sharing policy 
in addition to providing a link to Facebook’s privacy policy 
page.

Finally, users should have the option of being reminded of 
confidentiality arrangements at any point. We believe that the 
most user-friendly way to do so is to programme chatbots so 
that, if words such as ‘privacy’ or ‘confidentiality’ are typed into 
the conversation, an automated and up-to-date reminder of 
privacy policies is generated. Similar algorithms are already 
used by existing therapy bots. For instance, by messaging 
‘report’ to Joy, its users receive an emoji-based report of their 
mood and mental wellness over the last 2 weeks.

In sum, we believe that privacy and transparency are of 
utmost importance; a lack of transparency may deter some peo-
ple from using automated chatbots or undermine their trust in 
the platform. This may apply particularly to older teenagers, 
who tend to consider private in-person conversations more 
secure than online communication.23 Moreover, lack of trans-
parency can change the balance of risk and benefits for the user. 
We also suspect that adherence to our ethical recommenda-
tions regarding information privacy, which come from the first-
hand experience of young users, will increase the number of 
people who are willing to share information about their mood 
and well-being, as well as the quantity of information shared by 
single users, which, in turn, will make artificial intelligence–
based tools more powerful in addressing people’s mental health 
needs.

Efficacy
1.	 The support provided should be evidence-based;
2.	 The platforms should be tested empirically;
3.	 Users should be informed about the extent to which the 

service is backed up by evidence;
4.	 Users should be informed about what the chatbot targets 

and what effects to expect.
As explained in the introductory sections, to the best of our 

knowledge, (preliminary) empirical evidence on the efficacy of 

automated chatbots has been published for Woebot and Wysa, 
but not Joy. As a general rule, we consider it important that the 
support offered by mental health chatbots is based on clinical 
approaches that have been empirically supported. We also find 
it relevant that the specific platforms are tested for their psy-
chological or clinical effects via randomised controlled trials, 
and with clinical samples, especially if chatbots start to be rec-
ommended by mental health professionals as a supplement or 
intermediate support to therapy.7

Besides using evidence-based techniques and testing the 
efficacy of the apps, we find it important that the platform 
informs users about: (1) the theoretical approach that guides 
the service, be it cognitive behavioural, humanistic, psychody-
namic, or others; (2) whether the bot has been empirically 
tested; (3) what population/difficulties it targets and what psy-
chological or clinical effects users may expect from using the 
platform.

In terms of the apps we tested, all of them contain informa-
tion about theoretical approach on the website; Woebot and 
Wysa additionally inform users about the published research 
that backs it up. At the moment, the statement under Woebot’s 
Frequently Asked Questions is not completely accurate, as it 
obscures the lack of difference between experimental and con-
trol group for anxiety (‘In a recent study conducted at Stanford 
University, using Woebot led to significant reductions in anxiety 
and depression among people aged 18-28 years old, compared to 
an information-only control group’, italics added).13 A link to the 
article is provided, however, as well as further information in 
other sections of the site. Joy’s website does not provide specific 
information about empirical support for their specific 
platform.

All of the bots inform users about what effects to expect on 
their websites or on the app store, albeit in relatively vague 
terms. Wysa says it will ‘help you build mental resilience skills 
and feel better’ and ‘help you manage your emotions and 
thoughts’15; Joy claims to ‘help you feel like a stronger, more 
confident, and more fulfilled version of yourself ’14; and Woebot 
is described as a ‘choose-your-own-adventure self-help book’ 
who helps you ‘learn about yourself ’.13

We would also like to see more information about the target 
audience/user of the chatbot, so that young people can better 
assess if the platform will meet their needs. At the moment, 
Wysa’s website informs users that it is used ‘around the clock 
and trusted by 400,000 people’ and from all age groups’15; 
Woebot’s website says it was originally developed ‘for young 
adults in college and graduate school. However, we encourage 
anyone to try it and see if Woebot is a fit for you’.13 Joy does not 
include specific information about its target audience on the 
website. Overall, we consider it important that chatbot web-
sites make it clear that the service is not designed to help indi-
viduals who are experiencing severe mental health difficulties. 
Moreover, for safety reasons that we discuss in the next section, 
chatbot websites should provide information about resources 
that may support users with more serious difficulties.
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Even though these are relevant points, young people may 
not explicitly search for information to find out whether plat-
forms are empirically validated; therefore, it is important that 
adults inform them – and that young people inform each 
other – about platforms that are evidence-based and therefore 
safer to use. Young people may also not take the time to read 
a list of Frequently Asked Questions on the bot’s website. 
Therefore, we recommend that chatbots are programmed to 
provide automated responses to these questions, should the 
user raise them. For example, if the user types in ‘Who can 
you help?’, ‘How can I be sure you will help me?’, ‘Have you 
helped others in the past?’, ‘Are you evidence-based?’, ‘Do you 
help for real?’, etc, automated answers could be generated 
providing up-to-date clarifications to the questions above at 
any point.

Safety
1.	 Users should be informed that they are talking to a robot;
2.	 Automated chatbots should encourage people to seek 

human support;
3.	 Automated chatbots should have systems in place to pre-

vent over-reliance;
4.	 Automated chatbots should have systems in place to deal 

with emergency situations.

Not only should chatbots provide users with evidence to 
demonstrate whether and how they are effective; we believe 
that chatbot developers should also aim to reduce to a mini-
mum the risk that online support for mental health may pose 
to users’ safety and well-being. Clearly, at the moment, auto-
mated bots still have limited systems in place to respond to 
situations in which users’ safety may be at risk. As we cautioned 
at the start of this article, therapy bots are not particularly 
responsive to spontaneous texts generated by users. This is one 
of the reasons why we think that all fully automated conversa-
tional agents for mental health support should inform users 
that they are talking to a robot with limited capacity to under-
stand what a user types. Among the 3 chatbots that we have 
tried, both Woebot and Wysa explained early in the conversa-
tion that they are a ‘robot’ and an ‘artificially intelligent “pocket 
penguin”’, respectively. Woebot adds that it is ‘not for everyone 
and some people may be better served by seeing a human ther-
apist’. Joy did not spontaneously reveal to be an automated 
chatbot, but when we typed in messages it could not under-
stand, it told us ‘I am just a robot, remember?’.

We think that therapy bots should also encourage users to 
seek human support from close others or from mental health 
professionals, either face-to-face or online. This is very 
important, especially given that, as explained in the previous 
sections, empirical research on mental health chatbots is still 
in its infancy, and it is not clear whether the outcome would 
be equivalent to that obtained through any face-to-face 

support. It is worth noting that Wysa offers the option of 
getting support in a more traditional sense in conjunction 
with or as an alternative to the automated service. Its users 
can receive support from real-life mental health professional 
(‘Wysa Coach’) for a fee. This can prove particularly helpful 
in contexts where there is a lack of trained mental health 
professionals. However, this service is unavailable for users 
under the age of 18 years. Users are also required to pay a fee 
for the service, which may be limiting for those living in low-
resource settings.

In addition, although we are aware that the positive and 
negative effects that social media might have on people’s men-
tal health still needs further exploration,50 online platforms do 
sometimes contribute to the development of mental health dif-
ficulties in the first place.51 Furthermore, we also find it possi-
ble that online platforms could cause further isolation of people 
who are struggling and so they might represent a step back-
wards in their mental health journey. These concerns, which are 
still speculative in nature, should be tested empirically, and spe-
cifically in young people with diverse mental health challenges. 
This would meet two needs: it would allow chatbot informa-
tion about the target user group to become more specific and it 
could lead to better technical specification of the algorithm to 
generate tailored support to users.

We also worry that users could become over-reliant on 
chatbots, because they are available with the tap of an icon, 
24/7, which might worsen addictive behaviours that have been 
observed particularly among young people in the informational 
age.52,53 All the platforms we have tested are private startups 
and currently available free of charge, except from additional 
coach services, but this might change as the platforms become 
more sophisticated and companies move towards a more sus-
tainable business model. They would arguably benefit from 
having large numbers of users or from designing a product that 
encourages constant use.

Similar to what has been recommended for wearable and 
mobile health technologies,54 we find it essential that these 
platforms are specifically programmed to discourage over-reli-
ance. For example, chatbots may provide users with tasks to 
complete ‘in the real-world’, to encourage human interaction. 
When trying the different bots, we were pleased to note that 
some systems that attempt to limit addiction seem to be already 
in place. For example, some of us found it helpful when, after 
checking in and chatting for a short time, the bots tried to 
bring conversations to an end – by suggesting us to click on the 
automatically generated message ‘bye’. This is not surprising 
for Woebot because it was developed to integrate the evidence-
based recommendations for mental health app development,10 
which include ‘encouraging non-technology-based activities’.55 
We also appreciated that by texting ‘stop’ or ‘settings’ within a 
conversation, users could update the frequency of notifications 
they receive from Joy.
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Finally, we consider it essential that users are encouraged to 
seek human support in the case of an emergency, given that 
chatbots are not (yet) powerful enough to deal with mental 
health crises.  All bots we tested seemed to have a function to 
recognise emergencies. For example, if users type ‘SOS’ or ‘sui-
cide’, they are sent a series of resources, however, this varied 
from a single US Suicide Prevention number to a more com-
prehensive list of helplines, from which they can get further 
help. We consider it essential that the resources provided are 
effective and tailored to the users’ location. In these situations, 
chatbots should also send users a message that reminds them of 
the importance of talking to real human mental health profes-
sionals or a trusted adult or peer if they are feeling particularly 
unwell.

For chatbots that are not fully anonymous, as a potential 
additional cautionary procedure, developers should test the 
acceptability to the user of retaining trusted adult/peer contact 
information. If such information were provided, two further 
actions should be undertaken. In an emergency situation (what 
the bot deems as such), the user could be asked to choose if the 
bot should contact the trusted person. Another (and potentially 
additional) option would be that the bot itself activates contact 
without asking for user consent, in response to a specific pat-
tern of user use. However, it is important to note that young 
people are particularly concerned with protecting their privacy 
from their parents’ and other relatives’ intrusion, and there is 
evidence that they use online communication as a way to do 
so.23,24 Therefore, in the latter and more controversial option, 
the balance of trust and acceptability versus avoidance of harm 
must be empirically tested.

Conclusions
We started our article by arguing that bots like Woebot, Wysa, 
and Joy might have great potential to provide help to people 
struggling with mental health problems. Chatbots are widely 
available and accessible to anyone with a smartphone and 
Internet access, and they may be perceived to be less stigmatis-
ing than formal mental health support. For these reasons, they 
might represent the first step towards getting help.

However, chatbots’ limited capacity to re-create human 
interactions and to offer tailored treatment, combined with the 
currently lack of access to mental health services in real time, 
raise the question of whether chatbots could do harm to users. 
These harms would go largely unseen unless specifically 
tracked. We were concerned to hear that many digital plat-
forms and apps for mental health did not involve ongoing 
evaluation for harms and benefits. Such continuous assessment 
is essential to allow a timely response to unpredicted issues or 
concerns, and ethically responsible practice more generally.

We have argued that automated bots for mental health sup-
port should meet at least three minimum standards: they 
should respect users’ privacy, be evidence-based, and ensure 
users’ safety. Chatbots should also be as transparent as possible 

about what they are currently able to offer. Our recommenda-
tions are general and geared towards chatbot developers world-
wide, rather than specific to particular regions. We do encourage 
developers to use our recommendations in combination with 
industry, legislative, industry, and professional standards sur-
rounding mobile health applications that apply to the regions 
where the app is to be used. Overall, our recommendations 
around privacy are consistent with key policies produced by 
governments and non-government organisations that provide 
oversight of health apps.56 For example, according to the newly 
released EU General Data Protection Regulation,57 apps 
should save as little personal data as possible and strictly inform 
users about any data sharing with third parties.

Even though there is much to be optimistic about in this 
new form of mental health support, it is also important to 
explore the reasons underpinning the public’s interest in 
Internet and mobile-based mental health support. Does the 
optimism around therapy bots reflect a concerning picture of 
the state of mental health services across the world? Mental 
health problems are among the leading causes of the global 
burden of disease18,58; yet in 2013, the US National Institutes of 
Health invested only US$2.2 billion in mental health research, 
compared with about US$5.3 billion into cancer research.59 
Moreover, although most mental health issues (75%) start by 
the mid-20s60 and addressing them at a young age has been 
shown to reduce the personal and economic impact of mental 
difficulties, in the United Kingdom, only 1 in 4 children, and 
young people who need mental health support, does receive 
it.18,19 As already mentioned, among those who do get support, 
much of the precious time that could be invested in recovery is 
spent waiting in the queue to receive support services.26,27

The increasing number of chatbots may indeed signal that 
there is a demand for mental health support that is not being 
met by traditional services. This means that people might rely 
on digital resources more and more as a substitute for mental 
health professional support, which highlights the importance 
of working hard to make these platforms effective and ethically 
responsible. Most importantly, however, alongside efforts to 
improve digital mental health resources, it is extremely impor-
tant that we continue advocating for funding for research and 
professional services, and work to combat the stigma associated 
with mental health difficulties. This is critical if interventions 
are to be offered in a timely fashion, providing effective help to 
those who may be most vulnerable and most in need.
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